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The DPO 2025: Expectations 
and challenges ahead
Dr Guido Reinke, a data culture advocate and senior privacy professional at a consumer 
credit reporting agency, and Alexander Dittel, Partner in Technology at Wedlake Bell LLP 
discuss ten future trends.

Some technologies move gradually, 
others exponentially. This has a 
direct effect on corporate gover-

nance processes. Whatever the pace of 
technology, compliance roles such as 
that of the Data Protection Officer 
(DPO) must keep up. Today’s role of 
the DPO was born with the General 
Data Protection Regulation (GDPR) in 
2018. Whilst early entrants were much 
in demand and eased into the profes-
sion by setting up data protection com-
pliance programmes, those entering the 
profession now can easily lose sleep 
over the complexity of evolving pri-
vacy issues, rules and solutions. The 
top job of the DPO is no longer imme-
diately available without climbing the 
data privacy career ladder first. This is 
understandable as we observe a near 
exponential rise in the level of expecta-
tions placed on the DPO in terms of 
skill, knowledge and experience. 

The need for project managers 
becomes essential in making sure that 
no small, yet essential, privacy action 
item is missed out from the busy pro-
ject schedules. Nevertheless, most 
DPOs remain a “one-man band”. The 
DPOs’ cry for resources being ignored 

by so many organisations contrasts 
with some organisations’ sophisticated 
and well-resourced collective “Office 
of the DPO”. However, in the current 
economic climate, budgets will be 
slashed and DPOs must present mea-
surable success to the board in order to 
justify expenditure. 

What other challenges and com-
pliance trends might affect the role of 
the DPO in the foreseeable future 
until 2025?  

TREND 1: MORE TECHNOLOGY 
MEANS MORE REGULATION  
Machine learning, pattern recognition, 
increased interoperability of systems, 
edge computing [computing done at a 
location as close to the originating 
source as possible], decentralised 
 solutions, privacy enhancing technolo-
gies, blockchain, contextual AI-
enhanced observing of online 
behaviour and other technologies all 
sound familiar. Learning robots help 
clean around the office. The metaverse 
and Web 3.0 will allow people to expe-
rience and collaborate in ways never 
envisaged before.  

However, the virtual space offers 
absolute freedom which can turn into 
absolute surveillance and control with 
the switch of a button. A brain implant 
allows humans to instruct their device. 
Biometric data offers a safer solution for 
access control. The integration of digital 
into human life will soon change to inte-
grating human into the digital world. 
Fast-paced technological and societal 
advancements leave no room for compli-
ance assessment fatigue. 

While the pro-regulation versus 
pro-market debate goes on, Industry 

4.0 – or the fourth industrial revolution 
– brings as many opportunities as risks. 
Countries with universal human 
rights must engage in legislative 
activism rather than waiting for things 
to go wrong, as technologies could 
affect our personal freedoms such as 
our right to privacy, due process and 
freedom of speech. 

The European Union has tradition-
ally been a leader in timely regulation 
of digital technologies. The GDPR and 

ePrivacy Regulation will soon be 
 followed by the AI Act, the Digital 
Markets Act, Data Act and Data Gov-
ernance Act. Their objective is protect-
ing individuals from high-risk activities 
and data dominance and unlocking 
responsible innovation.  

In contrast, the AI Bill in the US 
does not enjoy legal authority, as it is 
not a binding law. In addition to data 
protection law, protecting children and 
vulnerable individuals in the digital 
space will be ensured under Singapore’s 
Online Safety law, while the draft UK 
Online Safety bill is currently in Parlia-
ment, and the EU Digital Services Act 
was adopted 4 October 2022.  

State intervention in digital worlds 
is no longer reserved for repressive 
regimes. Renewed legislative efforts to 
ban end-to-end encryption create ten-
sions between user desire for privacy, 
 commercial goals, innovation and 
 government’s data access needs.  

Understanding the law is critical for 
the DPO. The staggering number of 
new laws around the world, even if 
they are GDPR clones, will bring its 
challenges. Often the same text or a 
concept like “consent” could mean dif-
ferent things under local application 
and cultural nuances.  

TREND 2: COMPLIANCE IS A 
COLLECTIVE EFFORT 
The DPO will be glad to join forces 
with other experts in the organisation 
including information technologies, 
information security, product, data 
governance, compliance and legal. This 
is reinforced by the nature of the data 
privacy impact assessment (DPIA) 
which brings together all relevant 
stakeholders to reinforce compliance 
approaches. Needless to say, the DPO’s 
command of legal issues, data rights 
and compliance practice must allow 
him or her to debate issues, suggest 
alternatives and assess the risk on the 
go. With more people involved, the 

The DPO will have to park commercial 
pragmatism and be prepared to raise  

questions of data ethics with the board. 
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DPO must understand the office poli-
tics in order to secure buy-in for impor-
tant privacy projects, which some still 
disregard as needless bureaucracy.  

TREND 3: COMPLEX 
REGULATORY MESSAGING 
As digitalisation cuts across all sectors, 
isolated and ill-informed regulatory 
action could cause significant economic 
harm and affect legal certainty. The 
UK’s Digital Regulation Cooperation 
Forum is an example of the much-
needed regulatory cooperation and 
restraint. On the international level, 
some countries impose data localisation 
rules and requirements for technology 
to uphold “mainstream value orienta-
tions” which may seem impossible to 
reconcile globally. Others rely on 
obscure data transfer rules to declare 
foreign technology unlawful, despite 
reasonable regional initiatives that seek 
a way forward such as the Global 
Cross-Border Privacy Rules Forum 
formed by some APEC members, and 
now expected to be widened to have 
global reach.  

The DPO’s ability to discuss busi-
ness strategy will depend on their 
understanding of the cross-sectoral pic-
ture and local regulatory thinking, 
which can sometimes be challenging 
even for a country’s native organisa-
tions. Solutions driven by trade will 
likely be temporary and the DPO must 
remain cognisant of the underlying cul-
tural and policy clashes which are 
ready to erupt at any time. Adherence 
to common standards such as the 
ISO/IEC JTC 1/SC 42 about artifi-
cial intelligence can help bridge cul-
tural differences and lead to safer 
technology,  governance of people 
and business, and meet compliance 
requirements in preferred markets.  

TREND 4: BUILDING PUBLIC TRUST  
Privacy-friendly organisations will 
attract more users. As consumers are 
increasingly willing to give away their 
privacy in exchange for the comfort of 
services, public trust can only grow if 
organisations commit to transparency, 
user control and openness to public 
scrutiny.  

However, regulatory enforcement 
action around the world has put poten-
tial harms of digital technologies in the 
spotlight. Regulators continue taking 

action against multinational companies 
even long after the breach of law was 
remedied. Amidst shocking headlines, 
public trust remains fragile and the 
DPO must understand these regional 
regulatory tendencies which sometimes 
may seem political.  

Data breach class action led by law 
firms in pursuit of financial gains is 
another challenge. However, public 
interest is served by meaningful litiga-
tion such as Lloyd v Google which con-
cerned the circumvention of user 
choices. Organisations should not try 
to hide their wrong but rather work 
with their users on how to improve 
things going forward. However, 
coming clean could remain a difficult 
decision, often contradicting short-
term commercial goals. 

TREND 5: DATA ETHICS WILL 
REACH WHERE LAWS DO NOT  
As the debate about what is right or 
wrong in technology evolves, many 
organisations adopt a Data Ethics 
Policy. The debate is essential in influ-
encing regulatory positions in areas 
where policy-makers are stuck due to 
lack of awareness or a lack of political 
consensus. As the capabilities of tech-
nology continue to impress us, the 
DPO will have to park commercial 
pragmatism and be prepared to raise 
questions of data ethics with the board.   

As analytics methods evolve, the 
same dataset can reveal more about 
individuals over time. With the increas-
ing risk of invisible processing and sig-
nificant automated decisions about 
people to their detriment, fairness and 
data ethics serve as an obscure safety 
net. The DPO must have regard to soci-
etal moods in formulating global com-
pliance solutions or risk being out of 
touch and lose users. In some cases, the 
developing view on privacy and  right 
or wrong will often be found in debates 
outside of the mainstream media. 

TREND 6: WHISTLEBLOWING SET 
TO CONTINUE 
No doubt the sustainability of mankind 
will depend on our ability to harness 
data. However, even the data privacy 
laws are not the failsafe compliance 
framework that would fully protect 
the individual. Whistleblower laws 
protect those courageous individuals 
who decide to speak up against their 

organisation about any unlawful or 
unethical practices at the risk of 
 banishment from their professional 
community and industry.  

Whilst data rights such as those 
under the GDPR empower the indi-
vidual, only privacy advocates have 
the determination to push the public 
debate, the regulators and the courts,  
and force a change in corporate prac-
tices. More than ever people under-
stand that these issues affect our daily 
lives. Organisations including their 
DPOs can be almost certain that 
shady practices will come to light 
sooner or later. 

TREND 7: A DECENTRALISED JOB 
MARKET 
The gig economy, the pandemic and 
technological advancements have set in 
motion an unstoppable trend of a less 
dependent (yet dependable), remote 
workforce which is high in demand. A 
decentralised workforce means serving 
numerous employers to satisfy their 
current business needs. Particularly, 
external DPOs can fill the gap for 
organisations that do not need a full-
time DPO. 

The trend which has already started 
in physical work, logistics, administra-
tion and other tasks could soon start 
reaching compliance and risk roles at a 
large scale. Particularly, if the recession 
puts a halt to further hiring, organisa-
tions could turn to contractors for 
pressing tasks. The future could bring 
more specialist data protection roles 
provided by a decentralised workforce.  

Organisations will have to find 
effective ways to monitor and control 
access to their intellectual property, 
confidential information and data by a 
large number of high turnover remote 
workforce. The DPO will have to 
address the risks as background check-
ing, profiling and biometric access 
controls become commonplace. 

TREND 8: MACHINE V HUMAN  
“Is there a business tool that meaning-
fully helps with your day-to-day 
compliance decisions?” Most DPOs 
today will answer “no”. This is about 
to change. Today, large language 
models can generate text which 
increasingly sounds like a conversa-
tion with a human. The model could 
be trained to give fairly reliable advice 
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based on vast amount of compliance 
resources which the DPO never had 
time to read. 

The ability to tailor, assess and pre-
dict will pave the way for more integra-
tion of automated decisions in the 
workforce. Compliance might soon 
drive itself like cars and the DPO will 
emerge as the manager and quality con-
troller of these new compliance tools. 

Can a service that was created in 
breach of the law or data ethics be 
safely adopted by an organisation? 
The DPO will have to act as a gate-
keeper and assess the compliance of 
incoming services developed in 
 jurisdictions  lacking regulation.  

TREND 9: DPO’S EXPERIENCE 
AND ONGOING TRAINING  
Despite the growing maturity and 
sophistication of the DPO profession, it 
remains difficult to keep up with the 
influx of new laws, technologies and 
solutions. DPOs will have to continue 
deepening the legal, technological and 
commercial aspects of their role. The 
DPO will likely require access to legal 
advice and memberships in professional 
industry associations which can prove 
invaluable for knowledge sharing.  

The DPO must understand tech-
nological processes and their evolving 
nature. For example, by adjusting a 
technological solution, a service could 
entirely change its dataflows during its 
lifecycle. Staying on top of the under-
lying privacy implications will require 
the DPO to take time to understand 
all processes and technological trends.  

TREND 10: MEASURING OUTPUTS 
With the unpredictable future of global 
economies, demonstrating value in 
compliance becomes important. While 
the cost of non-compliance will gener-
ally outweigh the cost of compliance, 
cost cutting could put the DPO in a 
bind. Particularly, the need for addi-
tional resources will have to be justified 
by deliverables, Key Performance Indi-
cators and growth plans. On the other 
hand, regulators in the EU will not hes-
itate to punish organisations which 
failed to appoint or to provide 
 appropriate resources to a DPO.   

Nevertheless, without a stable chair 
at board level, the DPO might struggle 
to present constant evidence of compli-
ance successes. Most importantly, the 
DPO’s word must carry authority and 
the privacy processes must be manda-
tory within an organisation and cannot 
be circumvented at will. 

The DPO needs to plug into every-
thing the company does. The DPO will 
also have to formulate a privacy strategy 
and growth plan, such as achieving a cer-
tain level of public trust through 
increased transparency, streamlining 
assessments, setting up compliance 
monitoring programmes, banning cer-
tain services, or helping the organisation 
to attain a compliance certification. The 
DPO will have to understand the Public 
Relations implications of any public 
messaging.  

Bringing value to the organisation 
should be expressed in a language the 
board will understand such as revenue 
numbers or saved costs by, for example, 

fending off a regulatory enquiry. 
 Nevertheless, one should resist the 
temptation of focusing on activities 
which yield recognition while neglecting 
other important compliance tasks.    

CONCLUSION 
Over the last four years we observe an 
increasing demand for DPOs who find 
themselves in an increasingly specialist 
profession. The role of DPOs is sub-
ject to a near exponential change, with 
demands on their skills, technical 
expertise, commercial awareness, 
people skills and sensitivity to office 
politics. This trend is set to continue 
with the digitalisation of the world as 
we know it.  

DPOs will likely be at the forefront 
of technological development and for-
mulating the vital data ethics debate 
and practical compliance rules for 
organisations.  

Dr Guido Reinke is data culture advocate 
and senior privacy professional at a 
consumer credit reporting agency and 
Alexander Dittel is Partner in Technology 
at Wedlake Bell LLP. 
Email: adittel@wedlakebell.com
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INFORMATION

In anticipation of Ofcom taking on 
new duties in 2023 under the Online 
Safety Bill, the ICO and Ofcom issued 
a joint statement on 25 November 2022 
setting out their shared regulatory 
aims.  

The ICO and Ofcom say that they 
will work closely together to achieve 
maximum alignment and consistency 
between the data protection and online 
safety regimes. They will: 
•    maximise coherence by ensuring 

their policies are consistent with 
each other’s regulatory requirements 

and consult closely when preparing 
codes and guidance. They will seek 
solutions that enhance users’ safety 
and preserve their privacy. Where 
there are tensions between privacy 
and safety objectives, they will pro-
vide clarity on how compliance can 
be achieved with both regimes; and 

•    promote compliance by setting 
clear expectations for industry on 
what they must do to meet both 
their online safety and data protec-
tion requirements. That includes 
particular support through the 

 transition for small and emerging 
firms to help them thrive and grow. 
The ICO and Ofcom will take 
action against services that do not 
meet their obligations, sharing 
information and intelligence as 
appropriate and coordinating 
approaches to enforcement. 

 
• See ico.org.uk/media/about-the-
ico/documents/4022906/online-safety-
and-data-protection-a-joint-statement-
by-ofcom-and-the-ico.pdf

ICO and Ofcom strengthen cooperation in light 
of Online Safety Bill

mailto:adittel@wedlakebell.com
https://ico.org.uk/media/about-the-ico/documents/4022906/online-safety-and-data-protection-a-joint-statement-by-ofcom-and-the-ico.pdf
https://ico.org.uk/media/about-the-ico/documents/4022906/online-safety-and-data-protection-a-joint-statement-by-ofcom-and-the-ico.pdf
https://ico.org.uk/media/about-the-ico/documents/4022906/online-safety-and-data-protection-a-joint-statement-by-ofcom-and-the-ico.pdf
https://ico.org.uk/media/about-the-ico/documents/4022906/online-safety-and-data-protection-a-joint-statement-by-ofcom-and-the-ico.pdf
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Ghost in the machine: Guidance 
on using AI recruitment systems
Edward Machin of Ropes & Gray assesses how the Information 
Commissioner’s guidance on artificial intelligence and data 
protection applies to organisations’ recruitment practices. 

In 2012, the American software 
engineer and entrepreneur Marc 
Andreessen predicted that the 

rise of the Internet would put jobs in 
two categories: people who tell com-
puters what to do, and people who 
are told what to do by computers. 

With that prediction continuing to 
prove correct, I wonder whether there 
is a similar prognostication to be made 
on the ubiquity of artificial intelli-
gence (AI). The recent ChatGPT1 

Identical BCR mechanisms 
sought in the UK and EU
A PL&B and Hogan Lovells Workshop identified differences 
between the current EU Binding Corporate Rules and the ICO’s 
new UK approach. By Laura Linkomies.

The starting point for the 
Workshop was that the ICO 
issued a document on its new 

approach to Binding Corporate 
Rules (BCRs) on 25 July 20221, 
including simplifications for organi-
sations. While the ICO regards 

BCRs as “the gold standard” and was 
a driving force to get this concept 
developed at European level for 
almost 20 years (PL&B International 
August/September 2004 p.13), it now 

Continued on p.3

Continued on p.6
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Spotlight on Artificial 
 Intelligence 
It was noticeable at our planning meeting this month how many of the 
speaking proposals we had received for Who’s Watching Me?, our 36th 
Annual Conference 3-5 July (p.22), had aspects of AI in them. The 
technology certainly impacts our lives already in so many ways. The ICO 
is now saying that AI technology is no longer a new issue, and compliance 
with data protection law is required on all aspects (p.11). 
 
On p.1 our correspondent assesses the ICO’s guidance on using AI 
recruitment systems. Bias is one of the essential questions to consider. We 
await the government’s White Paper on AI - it will be interesting to see how 
it suggests tackling this issue. A recent paper from the Oxford Internet 
Institute comes to the conclusion that the current discrimination laws fail to 
protect people from AI-generated unfair outcomes. The author, Professor 
Sandra Wachter, highlights that AI is creating new digital groups in society 
– algorithmic groups – whose members are at risk of being discriminated 
against.1 
 
How skillful is AI-based ChatGPT? The law firm Linklaters took a closer 
look to see whether the technology can also tackle legal questions2. There 
was a broad range of results from the surprisingly good to the bad, they say.  
To the lawyers’ relief, it cannot, at least for now, advise their clients to the 
level of detail they need. 
 
Also looking into the future is the article on the DPO role and function on 
p.13. Those in the role already know that DPOs are increasingly required 
to have not just legal knowledge but also expertise in other areas. 
 
Privacy Laws & Business held a very successful Workshop in December 
together with law firm Hogan Lovells on Binding Corporate Rules (p.1). 
The Workshop identified differences between the UK and the EU regimes, 
and made recommendations for achieving the ideal of harmonisation or 
mutual recognition. We have now sent a memo to the European Data 
Protection Board, the ICO, Ireland’s Data Protection Commission and the 
UK government.  
 
Laura Linkomies, Editor 
PRIVACY LAWS & BUSINESS 
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Contribute to PL&B reports 
Do you wish to contribute to PL&B UK Report? Please contact 
Laura Linkomies, Editor (tel: +44 (0)20 8868 9200 or  
email: laura.linkomies@privacylaws.com) to discuss your idea, or 
offer to be interviewed about your organisation’s data 
 protection/Freedom of Information work.

1  www.oii.ox.ac.uk/news-events/news/ai-creates-unintuitive-and-unconvent-
ional-groups-to-make-life-changing-decisions-yet-current-laws-do-not-pro-
tect-group-members-from-ai-generated-unfair-outcomes-says-new-paper 

2  www.linklaters.com/en/insights/blogs/digilinks/2022/december/chatgpt—-50-
questions-to-road-test-its-legal-advice 
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